What explains the strategically costly and ill-planned American invasion and occupation of Iraq? What accounts for Saddam Hussein’s failure to take actions that might have deflected it? These decisions can be explored with rationalist tools, including the existence of credible commitment problems and asymmetries in information. But explanations of this sort beg a number of important questions. The Clinton and Bush administrations did not differ substantially in their information about Iraq. But Bush administration officials—and the president himself—did hold beliefs that differed substantially from those of their predecessors, and those beliefs had profound effects.

Decision making by both Iraqi and US leaders displayed strong biases. Saddam Hussein failed to recognize that the United States was committed to war unless he was willing to reveal credibly that he had, in fact, dismantled his weapons of mass destruction. The United States signaled its intentions repeatedly, but the Iraqi leader remained impervious to new information. Bush administration officials believed that the Americans would be greeted as liberators and democracy would flourish of its own accord. Such motivated reasoning both precipitated war and contributed to the failure to plan adequately for rebuilding the Iraqi state in war’s wake.

The causes of the Iraq War and the disastrous consequences of its aftermath appear to lie as much in the realm of beliefs and decision making as in standard theories of bargaining.

Similar anomalies can be found in the study of international political economy. The theory of open-economy politics offers clear predictions about individual preferences with respect to trade policy. When factors of production are specific to an industry,
individuals employed or invested in the comparatively advantaged sector should favor free trade. When factors of production are mobile, individuals who possess assets that are relatively scarce should favor protectionism. Yet, after more than a decade of careful empirical research, there is little evidence that voters actually define their interests in these rational, materialist ways. Instead, citizens’ preferences appear to be in part sociotropic—rooted in concerns about the economy’s performance as a whole and averse to policies that harm the least advantaged in society. Individuals also have predispositions with respect to trade that are rooted in nationalism, ethnocentrism, and even racism. Women are more protectionist than men, perhaps because they are more averse to social inequalities. Trade policy preferences depend heavily on how the issues are framed, for example, whether questions engage respondents’ status as a producer or consumer. Rather than holding attitudes determined by their position in the international market, individuals appear to be guided by dispositions rooted in emotion, social psychology, and even genetic differences.

Armed with these sorts of insights, a new behavioral revolution has swept across the social sciences in the last few decades. With origins in psychology, of course, psychological models have fueled the dramatic growth of behavioral economics and are now gaining traction in political science as well. The defining characteristic of this revolution has been the use of empirical research on preferences, beliefs, and decision making to modify choice- and game-theoretic models.

This is hardly the first time that international relations scholars have looked at how decision making might affect political outcomes. Earlier literatures drawing on psychology took advantage of prospect theory and research on decision-making heuristics. What is new in today’s behavioral revolution is the explosion of experimental research in both laboratory and field settings. This empirical work has spawned important theoretical advances, such as a growing consensus around a “two-level” model of cognition in which some choices are intuitive and immediate—what Kahneman calls “System 1” or “fast” cognition—while others are slow, deliberative,

6. On framing effects, see Hiscox 2006; Naoi and Kume 2011; but also Ardanaz, Murillo, and Pinto 2013.
7. The first behavioral revolution arrived in the 1950s and 1960s when research shifted from the study of formal-legal institutions to individual and group action. Key scholars leading this first revolution were Philip Converse, Robert Dahl, David Easton, and Heinz Eulau, among many others. The current cognitive revolution begins with the seminal work of Kahneman and Tversky.
9. We follow Della Vigna (2009) in structuring the behavioral economics literature around these three categories.
and more “rational”—referred to as “System 2” or “slow” thinking.\textsuperscript{11} Also new are the efforts to anchor behavioral observations in a stronger neurological foundation through advances in brain science.\textsuperscript{12} The result has been a wealth of research presenting both complements and alternatives to rational choice models.

This special issue aims to chart a strategy for incorporating the new behavioral revolution more fully into the study of international relations.\textsuperscript{13} In principle, standard rationalist approaches to the study of international relations have allowed individual preferences, beliefs, and decision making to vary.\textsuperscript{14} In practice, however, the focus on structure and interstate games mitigated the need to explore these variations in any great detail.\textsuperscript{15}

Although the behavioral revolution had its origin in debates over expected utility theory and rational choice, the insights from this revolution also open important opportunities for dialogue with constructivists. Constructivists have long questioned rationalist conceptions of how preferences are formed, posing an alternative model that emphasizes the social nature of preferences and processes of socialization.\textsuperscript{16} Behavioralists and constructivists also both look to prevailing ideas, norms, heuristics, and logics of appropriateness as determinants of individual and social choice processes.

How broad of a challenge does the behavioral revolution pose to rationalist models? For some, the new behavioral revolution is a complement to existing models. Improved, empirically grounded assumptions about core parameters such as social and time preferences, propensities for risk, and beliefs about the world can be incorporated relatively easily into some existing choice- and game-theoretic models, although with important changes in anticipated equilibrium outcomes.\textsuperscript{17} For example, some strands of behavioral research suggest conditions under which policy-makers and publics may be more accepting of risk, and thus more prone to engage in risky behaviors that could lead to conflict and war. Other strands of research help to explain why policy-makers and publics are often more cooperative and trusting in settings such as prisoners’ dilemma games where defection would otherwise constitute an equilibrium strategy.\textsuperscript{18} These findings extend the field’s

\textsuperscript{11} Kahneman 2011. See also Kahneman and Tversky 1979; Tversky and Kahneman 1974. See also Haidt 2012 who uses the metaphor of a rider and an elephant to communicate the same basic point.

\textsuperscript{12} For example, Bechara, Damasio, and Damasio 2000; and Fehr and Camerer 2007.

\textsuperscript{13} For behavioral research in the field of international law, see Broude 2015; Galbraith 2013; Jolls, Sunstein, and Thaler 1998; Poulsen 2013; Sitaraman and Zions 2015; van Aaken 2014.

\textsuperscript{14} For example, see research on leaders by Horowitz, McDermott, and Stam 2005 and on time horizons by Edelstein 2002 and Krebs and Rapport 2012.

\textsuperscript{15} Some notable exceptions include Horowitz, Stam, and Ellis 2015 and McDermott 2007.

\textsuperscript{16} For the contrast in rationalist and constructivist approaches to preferences, see Fearon and Wendt 2002. The central themes of this agenda were first spelled out in a cluster of both theoretical and empirical work appearing from the mid-1990s and covering both security and international political economy themes: Biersteker and Weber 1996; Checkel 1998; Finnemore 1996; Finnemore and Sikkink 1998; Hall 1999; Katzenstein 1996; Klotz 1996; Kratochwil 1989; McNamara 1999; and Wendt 1999.

\textsuperscript{17} Camerer 2003.

\textsuperscript{18} Hafner-Burton, Hughes, and Victor 2013.
canonical models to help explain puzzles as wide ranging as confrontational behavior by weak powers to the noticeably high levels of compliance with rules lacking in credible enforcement mechanisms.\textsuperscript{19}

For other scholars, the new behavioral revolution portends a much more fundamental challenge to rationalist models. Systematic failures in perception can fundamentally change the strategic setting or generate outcomes that are radically different from models rooted in the expectation of fully rational behavior. Framing, anchoring, and menu effects can influence choice as well as perceptions of adversaries, suggesting that analytical attention should focus on how decision-making processes are structured in the first place, both at the individual and group level. The influence of emotion on behavior may lead some actors even to violate core tenets of rational choice altogether, such as the transitivity of preferences. Such factors may affect political behavior by raising levels of uncertainty, impeding actors’ ability to reliably signal and interpret signals of intentions, and introducing more stochastic or even purely random elements into strategic interactions.\textsuperscript{20}

The research program we outline in this special issue does not seek to provide a unified framework or universal set of propositions deduced from a single overarching behavioral theory. No such general theory exists, even in cognate disciplines. What we can offer is a framework for integrating the new behavioral revolution into international relations. In doing so, two significant themes emerge. The first is the gains from focusing on the heterogeneity of preferences, beliefs, and decision-making processes \textit{even across similarly situated individuals}. Much of the early research in behavioral economics focused on cognitive traits and biases that were widely distributed among subjects in experimental settings; the objective was to show the pervasive nature of bias. As the behavioral revolution is unfolding in international relations, however, empirical research is now focused on the causes and consequences of heterogeneity across relevant actors, including the extent to which behavioral traits converge or diverge from rationalist expectations.\textsuperscript{21} The range of factors that could explain this heterogeneity include not only gender, age, and career experiences but also socialization, reasoning styles, and emotional state—all traits that could affect the outcome of strategic interactions.

Although this research program is still in its early stages, the focus on individual heterogeneity offers several big payoffs. The first is more empirically realistic models of individual decision-making processes. As Powell argues in his conclusion to this issue, this might be done either by relaxing rationalist assumptions about how states act or by devoting more attention to actual decision makers. The resurgence of the study of leaders in international relations exemplifies this latter strategy and is visible in a number of contributions to the special issue.\textsuperscript{22} The focus on individual-

\textsuperscript{19} Bayram 2011, 2016a, 2016b; Herrmann and Fischerkeller 1995.
\textsuperscript{20} Kertzer and McGraw 2012.
\textsuperscript{21} Hafner-Burton et al. 2014.
\textsuperscript{22} For examples beyond the special issue, see Byman and Pollack 2001; Colgan 2013; Croco 2011; Debs and Goemans 2010; Hall and Yarhi-Milo 2012; Horowitz, McDermott, and Stam 2005; Saunders 2009; Weeks 2012.
level heterogeneity also opens up opportunities to connect with a wider body of behavioral research in political science, including studies of public opinion. A number of contributions to this issue pursue this approach.

The articles we’ve assembled explore at least four such sources of heterogeneity. The first is differences in resolve and attitudes toward power, emerging in part out of a literature on time preferences. A second body of work considers social preferences, including the nature and depth of in-group versus out-group identifications. This research exhibits affinities with constructivism and can open a bridge between empirical behavioral research and constructivist theories of preference formation. Third, we consider work on how mass publics absorb and use information, contrasting a variety of biases with standard economic motivations. And fourth, we look at how differences in experience affect the preferences, beliefs, and decision making of elites and particularly their capacity to think strategically. These sources of heterogeneity by no means exhaust existing and potential work at the intersection of international relations and the new behavioral revolution but they offer a sense of the scope of the advances that are within grasp.

A second major theme opened, but certainly not solved, by the behavioral revolution is what we call the aggregation issue in international relations: how we move from individual to collective decision making. One way to finesse the aggregation issue—and one defended by game theorists—is to impute preferences to the nation state and derive predicted outcomes accordingly; we consider how this approach might actually be used in the context of the findings of the behavioral revolution. The alternative is to incorporate psychological considerations more directly into the analysis of decision-making processes. Early work on these questions, especially studies of “group think,” considered how decision-making processes can amplify individual-level bias. However, as we argue in more detail and Saunders shows in her contribution, institutions are designed in part precisely to mitigate such biases—for example, by lowering the costs of obtaining information and ensuring that competing views are represented. The behavioral revolution in international relations raises long-standing questions about decision making, but in the context of new models of individual motivation and behavior.

To develop our arguments about the gains from bringing the behavioral revolution into international relations, we first survey core features of the rationalist approach to international relations, with particular attention to underlying assumptions related to preferences, beliefs, and decision making. Second, we outline the core elements of the behavioral revolution itself, again focusing on clusters of research related to

23. See articles by Kertzer; Rathbun, Kertzer and Paradis; Renshon, Lee, and Tingley; Tingley in this special issue.
24. See Bayram and Herrmann, both in this issue, and Herrmann 2009.
27. See Powell 2017.
nonstandard preferences, beliefs, and decision making. Next we explore the insights to be gained by focusing on empirically derived dimensions of individual-level heterogeneity, including the extent to which decision making does in fact conform with rationality. We suggest a research agenda for the analysis of institutions and decision-making processes that incorporates the insights of the behavioral revolution. Finally, we then raise two ongoing methodological critiques of the experimental research that has driven the behavioral revolution: external validity and replication.

The Rationalist Approach to International Relations

There is no single, canonical model of cooperation and conflict in international relations. Nonetheless, all rationalist theories of international relations rest on important assumptions about the environment and the actors. Individuals are assumed to maximize expected utility by determining the payoffs attached to all possible outcomes, assessing their probabilities, updating information on those probabilities, and choosing the strategy with the highest expected return. In game-theoretic models, equilibrium outcomes are generated out of the choices of two or more players in the game. Rationalist models, in turn, can be decomposed into environments and actors, with two sets of variables in each category.

Strategic environments are composed, first, of the actions available to the actors, formally represented by a game tree of the different paths along which events might unfold. The environment is also composed of an information structure that defines what the actors know and what they have to infer, often imperfectly or at high cost, from the behavior of others. The environment is treated in a very similar way in the new behavioral work. Actors still choose between alternative courses of action and analysts must specify what those actors know about others’ actions or preferences.

Within the rationalist approach, actors are viewed through the lens of their preferences and beliefs. Differences in preferences and beliefs provide ample room for a diversity of modeling choices. Preferences are simply the actor’s subjective rank-ordering of the terminal nodes or outcomes of the strategic interaction, and are assumed to be transitive. Preference rankings are always with respect to some conception of value or utility held by or imputed to the actors in question. In the field of international political economy, for example, the preferences of interest groups and households are assumed to center on welfare, often defined in terms of real income; for firms it is profitability. By contrast, the field of security studies has tended to focus on stylized preferences such as the distinction between status-quo and revisionist powers or between “doves” and “hawks” who differ in their tolerance for conflict. Within this tradition, the role of individuals has played a role.

29. This approach is discussed in more detail in Lake and Powell 1999.
Many scholars have modeled the preferences of agents who make foreign policy decisions, including bureaucracies, leaders, or even the proverbial median voter. The theory of “audience costs” provides a well-known example of this variety of theorizing.

The second core feature of actors is their beliefs or what actors assume about the state of the world, including the preferences of other actors. Models of complete information make very demanding assumptions about the correspondence between what players believe and the actual state of the world. For example, players are assumed to have common knowledge about their environment, as well as the preferences of other actors and the actions they have taken. Games of incomplete information, by contrast, assume only that players have common knowledge over the structure of the game and beliefs about how parameter values are distributed. Such models have played a particularly important role in international relations theory, for example, in signaling games in which parties are uncertain over the other’s true type but can take costly actions to reveal information about their own.

Tying the strategic environment and the attributes of actors together are decision-making processes that can operate at the level of individuals or various collectives such as electorates, committees, parliaments, and informal “inner circles” of top decision makers. Decision making entails evaluating the environment and ordering possible outcomes in light of preferences and beliefs about the state of the world. By assuming that actors maximize expected utility and are rational, the approach posits that, on average, decisions are “optimal.” Actors correctly understand their environment and update their beliefs appropriately, given the information available to them. And given the environment, their preferences, and their beliefs, actors make choices that will, probabilistically, return the greatest utility.

What’s New in the Behavioral Revolution: Preferences, Beliefs, Decision Making

The behavioral revolution grew out of a suspicion that expected utility theory had fundamental limitations as a positive—as opposed to normative—theory of human behavior. The revolution had important precursors in the work of Herbert Simon

31. For example, Allison 1971; and Horowitz, McDermott, and Stam 2005, respectively.
33. This common-knowledge assumption not only requires that players know these variables, but also that they know other players know them, and know that other players know that other players know them as well … ad infinitum. Aumann 1976; Geanakoplos 1992; Rubinstein 1989.
34. For example, even if a player is uncertain whether an opponent possesses preferences characteristic of a prisoners’ dilemma or “Chicken” game, she nonetheless holds a prior belief about how those preferences are distributed and acts accordingly. Aumann and Brandenburger 1995; Harsanyi 1967.
on bounded rationality and the identification of a number of anomalies in expected utility theory.36 But the origins of the revolution are usually traced to the joint work of Daniel Kahneman and Amos Tversky, and particularly to two articles. One used psychological models of the brain as an information-processing device to argue that humans are not good at statistical reasoning. Rather than maximizing expected utility, Kahneman and Tversky found that individuals used heuristics that led to substantial and pervasive over- and underestimation of probabilities.37 The second contribution, their seminal work, outlined the three pillars of prospect theory: a) its alternative decision-making model in which heuristics and reference points played a key role; b) the treatment of decision making as an empirical question that should be grounded in experimental evidence; and most strikingly c) the argument that actual human decision making frequently violates axiomatic elements of expected utility theory. In particular, they found that decision makers assessed utility in terms of gains and losses from a reference point, rather than in terms of absolute gains, and that the value assigned to losses and gains of equal magnitude was in fact asymmetric.38

As Stein outlines in her concluding essay, prospect theory generated a host of new models and experimental evidence from the mid-1980s. Much of this work involved single-agent choice experiments that studied anomalies such as the effects of framing, reference points and endowment effects, intransitive behavior, systematic under- or overweighting of probabilities, hyperbolic discounting, and violations of Bayes theorem in the form of failure to update expectations in the face of contradictory evidence.39 This research also used strategic interaction experiments. Of particular interest to game theorists were studies of social preferences (e.g., preferences for fairness, aversion to inequality, and altruism) that affected strategic outcomes, including the propensity to cooperate.40 The result of these innovations was the birth of behavioral game theory.

The behavioral revolution did not begin with a strong theory of cognition, but one gradually emerged out of this work and has ultimately been given a biological foundation in new brain research.41 This approach conceived of cognition as consisting of two systems: an intuitive “System 1” that is quick and cognitively efficient and therefore typically accounts for most decision making. However, it is vulnerable to the

36. Allais 1953; Strotz 1955. The first wave of psychological research in international relations, exemplified by Jervis 1976, drew largely on this earlier strain of theorizing. We discuss this earlier strain, largely under the heading of beliefs.
38. Kahneman and Tversky 1979. Another important early paper was Richard Thaler’s (1980), which noted similar anomalies in the value that respondents would attach to goods that they owned and didn’t own, a finding he called the “endowment effect.” See also Tversky and Kahneman 1992.
40. See Akerlof and Yellen 1990; Fehr and Schmidt 1999; Rabin 1993.
41. Particularly Bechara, Damasio, and Damasio 2000.
catalogue of biases we outlined. A new round of work in the 1990s augmented this model of System 1 by considering the role of emotion in decision making. The second, more slow-moving System 2 is deliberative and more closely approximates rational choice. Because System 2 demands effort and is therefore difficult, reliance on it is distributed unevenly across any population.

At its inception, many advocates for a behavioural approach to studying decisions had the highly subversive objective of identifying universal deviations from rational choice. A drawback of this approach was a laundry list of biases, but with the corresponding difficulty of knowing when such deviations would arise, with what magnitude, and whether they were in fact constant across agents. Since those early experiments, however, progress has occurred by focusing on how systematic variation in preferences, beliefs, and decision making affects the outcome of standard choice and strategic problems; we focus on each of these three pillars of rational choice models here.

Preferences

Rationalist models allow for a diversity of preferences but the behavioral revolution has identified three potential deviations from rationalist assumptions that are especially relevant for international relations: how actors actually assess risk; how they discount the future; and the possibility of social preferences.

Although rationalist models allow for heterogeneous risk preferences, prospect theory suggested that such preferences might be structured in predictable ways. Individuals tend to make choices not with respect to total returns but with respect to deviations anchored in the status quo. Experimental research also showed that subjects were risk averse with respect to gains but risk acceptant with respect to losses. For international relations scholars, the applications of these findings to international security were immediately evident. Stein’s account of Sadat’s behaviour in 1973 explained the decision for war not as an irrational decision but one anchored in Egypt’s prior possession of the Sinai. In the domain of losses, Sadat was much more risk acceptant than he might have otherwise been. Israeli decision makers, in turn, adopted the wrong model to predict Sadat’s behavior and were caught badly off guard. Such findings have clear implications for the stability of deterrence, which will depend not only on the balance of capabilities but also on how actors perceive the status quo.

Second, the behavioral revolution has shed insight into how actors discount the future. Standard models allow for a range of discount rates but assume that

42. See Haidt 2012, for example, on the role of disgust.
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actors apply the same discount factor when comparing costs and benefits that arise between any two time periods. By contrast, experimental research suggests pervasive time inconsistency or “hyperbolic discounting” problems.

The applications to international relations are wide ranging, but have yet to be explored at length. The most obvious example is negotiations over climate change. Countries have agreed on bold goals, such as stopping warming at 1.5 or 2 degrees Celsius above pre-industrial levels, yet they pursue policies likely to cause perhaps double that warming by 2100 and even more in the years beyond. Of course, these outcomes might be modeled in a standard collective action framework, through the lens of electoral constraints on requisite policy reform or as a consequence of intergenerational conflicts. But they may well be rooted in underlying citizen and elite preferences characterized by hyperbolic discounting.

Hyperbolic discounting has a wide array of other possible effects on existing models in international relations. For example, such behavior renders strategies of reciprocity within the Prisoners’ Dilemma less likely and less effective. However, it may make bargaining problems easier to resolve precisely because the shadow of the future weighs less heavily on the present. For example, variation in the extent to which decision makers discount the future helps explain preferences for negotiating and joining international agreements.

Third is the question of individual (pro-self) versus social (altruistic or sociotropic) preferences, an issue that provides wide opportunities to engage the constructivist research agenda. Although rationalist models allow for the possibility of social preferences, standard game-theoretic models typically assume that actors are strictly egoistic and thus are prone to free ride in games of collaboration. This may seem reasonable in the anarchic, self-help environment of international relations. However, a particularly well-developed body of both theory and experimental research showed quite early that people who played public goods games were more cooperative than the standard theory would predict; participants were even shown to punish free riders. When provided with an opportunity to be altruistic or self-regarding, people are more inclined to share and trust than canonical rational theory would predict. These tendencies may help explain why, at least in some domains of international behavior, self-interested states join international institutions in large numbers and comply with expectations even in the absence of formal enforcement mechanisms.
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Beliefs

In full information models, actors not only have correct views of the state of the world but also about the preferences and beliefs of other players in the game as well. Imperfect and incomplete information models relax this assumption but nonetheless assume that beliefs are formed and updated in a way that avoids systematic error.

The behavioral revolution has challenged these assumptions about beliefs—especially where updating beliefs about the world requires obtaining and interpreting large amounts of information and making complex inferences.

First and most fundamentally, assumptions about beliefs must deal with the pervasive problem of misperception. Since the 1950s, psychologists have known that misperception is not a random event; certain kinds of risks and opportunities invite actors to embrace erroneous beliefs about the world. These ideas found traction in international relations through the influential work of Robert Jervis who focused on when, how, and why actors misunderstood the actions of their opponents, such as incorrectly perceiving intended cooperation as hostility. An important strand of subsequent work focused on how beliefs about the world were shaped by available heuristics, metaphors, and analogies, even when inappropriate to the strategic setting.

The new behavioral revolution offers fuller insight into beliefs, starting with the failure to draw appropriate inferences, including statistical inferences. These problems include overweighting of available evidence, ignoring information that is harder to obtain (“what you see is all there is”), and failure to pay attention to the base rate of any given phenomenon and thus wrongly estimating the probability of its future occurrence.

The most wide-ranging investigation of weak statistical inference in foreign policy decision making is Philip Tetlock’s analysis of foreign policy experts’ forecasting capabilities. The core finding of Tetlock’s work is that experts, especially those who have strong ideologies, are surprisingly poor forecasters. They overweight single modes of causation as well as favored outcomes rather than pay attention to the frequency of confounding events. As a result, they often tend to overestimate threats because they can imagine the causal pathways to conflict. A prominent example is the widely cited statement by former Vice President Richard Cheney that “if there’s a 1 percent chance that Pakistani scientists are helping al-Qaeda build or develop a nuclear weapon, we have to treat it as a certainty.” Such a response is equivalent to overweighting the probability of a nuclear terrorist attack and thus overinvesting in responses to this threat while, in a world of scarce resources, necessarily underinvesting in other more probable challenges.

55. For example, Barberis, Shleifer, and Vishny 1998.
Recent work has extended this analysis into how actors model strategic environments. Experimental studies show that people do not generally iterate to equilibrium, perhaps because they think that opponents do not iterate games fully either. But recent studies in neuroeconomics also show that more strategic reasoners are more cooperative in repeated assurance games, precisely because they anticipate their adversaries’ likelihood of cooperating in response to their own cooperation. Given the central role of beliefs for strategic interaction in international relations, these insights have broad implications for both theory and empirical work, yet only a very small number of studies have used experimental techniques to test these insights.

Finally, it is important to emphasize that misperception is not limited to the strategic setting or adversaries but extends to misperception of one’s own capabilities and the corresponding problem of overconfidence. It has long been recognized in international relations that overconfidence is a cause of bargaining failures and war. Experimental research has subsequently found that the problem is ubiquitous. For example, experiments have shown that the vast majority of drivers think their skills are above average. Elite business school students think they are much better at forecasting economic activity than they actually demonstrate in real-world contests. As we implied earlier, such self-delusory beliefs may have been responsible for key decisions in the Iraq War.

**Decision-Making Processes**

Even given a rationally ordered and well-behaved set of preferences and correct beliefs about the world and other players, individuals’ and groups’ decision-making processes may skew decisions away from the predictions of rationalist models. This idea has a long tradition in international relations, influenced at the outset by models of bounded rationality from Herbert Simon and others. Constraints on information processing and cognitive shortcuts and heuristics at the individual level can systematically bias decision making away from the predicted equilibria of expected-utility models.

What is new in the more recent studies of the behavioral revolution is not only an improved understanding of cognitive shortcuts but a deeper understanding of
decision making more generally, including the relationship between reason, intuition, and emotion. It may be plausible to assume that decisions reflect optimization of expected utility when the stakes are large and leaders have ample organizational resources to bring to bear on the problem at hand. Yet even in those situations there can be large influences on decisions from deficits in attention—especially for busy elites—as well as inappropriate selection of heuristics and emotions.

The list of decision-making biases is large, and one frontier in research is to understand how these biases affect the kinds of strategic interactions that rationalist models capture. One cluster of behavioral research looks at how decision makers confront complex menus of choices, a common attribute of both routine and crisis foreign-policy decision making. In such settings, experimental evidence suggests that the framing of choices has a strong influence over decision making: decision makers prize the familiar, available, or salient.\(^6\) This simple point explains intense battles for agenda control when complex political choices are at stake. Decision makers also avoid choices that require complex deviations from the status quo, even when warranted by the circumstance; the slow path to a counter-insurgency strategy in Vietnam and Iraq provide examples.\(^5\) Such biases might also account for the familiar but undertheorized “lock-in” effect of international institutions.\(^6\)

We are mindful that the channels through which psychological and behavioral factors operate are complex, and that the boundaries between how they affect preferences, beliefs, and decision making are not sharp. Dispositions can drive change in all three of these attributes in specific individuals. The impact of emotion is a striking example.\(^6\) Herrmann shows that emotions affect preferences, for example, by linking individual interests to the collective. But emotion also affects beliefs about allies and adversaries and decision-making processes as well.\(^7\) Despite these fuzzy boundaries, there is an advantage in focusing on the distinct effects of the behavioral research program on our understanding of preferences, beliefs, and decision making because it permits dialogue with existing theory.

The Sources and Consequences of Behavioral Heterogeneity

As we noted, behavioral research in international relations has shown an interest in two major themes that differentiate it somewhat from other disciplines. The first is a focus on the effects of actor heterogeneity among both elites and masses. In the next section we focus on a second major theme: the influence of psychological and behavioral factors on collective decision-making processes and the process of
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### TABLE 1. Examples of Nonstandard Preferences, Beliefs, and Decision-Making Procedures

<table>
<thead>
<tr>
<th>Category</th>
<th>Trait</th>
<th>Exemplary work from behavioral sciences</th>
<th>Existing applications in IR and possible extensions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nonstandard Preferences</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk and Prospect Theory</td>
<td></td>
<td>Kahneman and Tversky 1979</td>
<td>Irrational territorial expansion (e.g., Stein 1985); cooperation to cement gains in the status quo; deviations from rational choice</td>
</tr>
<tr>
<td>Time discounting</td>
<td></td>
<td>Coller and Williams 1999; Laibson 1997; Zimbardo and Boyd 1999</td>
<td>Differences in time-weighted behavior between short-horizon democrats and long-horizon autocrats</td>
</tr>
<tr>
<td>Self-regarding versus social-regarding preferences (e.g., cooperativeness)</td>
<td>Fowler and Kam 2007; Haigh and List 2005; Lopez, McDermott and Petersen 2011; Plott and Zeiler 2005</td>
<td>High levels of cooperation in international affairs; compliance with international agreements; declining levels of violence</td>
<td></td>
</tr>
<tr>
<td>Ambiguity aversion</td>
<td></td>
<td>Haley 2007; Trautmann and Zeckhauser 2010</td>
<td>Bias toward familiar policy choices, even if suboptimal</td>
</tr>
<tr>
<td>Inequality aversion</td>
<td></td>
<td>Engelmann and Strobel 2004; Fehr and Schmidt 1999</td>
<td>Foreign aid</td>
</tr>
<tr>
<td><strong>Nonstandard Beliefs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Misperception: application of faulty heuristics to explain strategic situations</td>
<td>Camerer, Ho, and Chong 2003; Chi, Glaser, and Rees 1982; Simon 1955</td>
<td>Reasoning by wrong analogy—for example, viewing Iraq through the Vietnam lens</td>
<td></td>
</tr>
<tr>
<td>Misperception: strategic opponents</td>
<td></td>
<td>Camerer, Ho, and Chong 2002; Nagel 1995; Stahl and Wilson 1994</td>
<td>Failure to make strategically rational moves, leading to more cooperation in the face of defection risks (e.g., Hafner-Burton et al. 2014)</td>
</tr>
<tr>
<td>Overconfidence</td>
<td></td>
<td>Alpert and Raiffa 1982; Johnson and Fowler 2011</td>
<td>Poor forecasting, especially by experts (e.g., Tetlock 2005)</td>
</tr>
<tr>
<td>Massey and Thaler 2010; Svenson 1981</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nonstandard Decision-Making Procedures</strong></td>
<td></td>
<td>see “Misperception”</td>
<td></td>
</tr>
<tr>
<td>Heuristic rather than analytical reasoning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor choices from complex menus</td>
<td></td>
<td>Ho and Imai 2008; Huberman 2001</td>
<td>Failure to anticipate “obvious” errors in decision making, such as failure during period of rapid-fire, attention-deprived decisions to consider security needs in postwar Iraq (Lake 2010–11)</td>
</tr>
<tr>
<td>Misperception: information cascades and other groupthink</td>
<td>Alevy, Haigh, and List 2007</td>
<td>Avoidance of choices that require complex deviations from the status quo—for example, the slow realization of the importance of counter insurgency in Iraq and Vietnam (Shafer 1988); lock-in effects of international institutions (Krasner 1976; Ikenberry 2001).</td>
<td></td>
</tr>
<tr>
<td>Emotion (“hot versus cold” reasoning)</td>
<td></td>
<td>Ho and Imai 2008; Lieberman, Schreiber, and Ochsner 2003; Schwarz 2000</td>
<td>Tendency for groups to reinforce poor decisions (e.g., Allison 1971) and inability of complex organizations to engage in strategic behavior Dificulties in signaling and developing reputation (e.g., Mercer 2005); escalation during conflict (e.g., Gries 2004); extreme responses during war on terror (e.g., Crawford 2009); ideological responses to uncertainty (Kertzer and McGraw 2012)</td>
</tr>
</tbody>
</table>

Sources: Excerpted from DellaVigna 2009; Hafner-Burton, Hughes, and Victor 2013; and main text.
aggregation. In both sections, the articles in this special issue provide examples of the new research program emerging in international relations.

Formal rationalist models are typically built around actors of different “types,” exhibiting different preferences or beliefs about the world. The behavioral revolution can ground this delineation of types more closely in empirical research. Among the principal dimensions of variance emerging in the literature, and central to the articles in this special issue, are the extent to which actors have egoistic as opposed to social preferences (Bayram; Herrmann; Rho and Tomz), differences in attitudes toward power and resolve (Kertzer; Renshon, Lee, and Tingley; Tingley) and variation in the nature and role of experience and in the capacity to think strategically (Saunders; Rathbun, Kertzer, and Paradis).

Herrmann exemplifies new work on social preferences. He claims that national identities shape beliefs that in turn can license choices driven by emotion rather than strategic calculation. Individuals with more intense national attachments are more likely to attribute malign intentions to countries that are disliked and benign intentions to those that are liked, even when these states are portrayed as engaging in exactly the same behavior. This attribution bias, in turn, leads to distorted beliefs about the frequency and nature of international conflict and influences individual attitudes toward particular conflicts, including the Iraq war. Once he was characterized as hostile, Saddam Hussein could do little that was likely to change beliefs for many Americans, including key decision makers.

In this volume, Rho and Tomz advance recent work on the effects of altruism and show they are contingent on knowledge and information. They focus on how altruism leads to variations in the desire to help society in general and the poor in particular. Like others in the literature, they find that individuals support trade protection that is expected to help others even if it hurts their own economic welfare. In a novel experiment on the effects of economic knowledge, however, they provide respondents with information on the winners and losers from trade barriers. They find that most individuals do not understand the economic consequences of protectionism. However, when informed about the general welfare-enhancing effects of trade openness, more educated respondents become more self-interested while less-educated respondents become more altruistic. They conclude that even as the level of altruism may vary across the population, its effects on policy preferences are contingent on individual knowledge and information.

Alongside the study of trade preferences is an emerging literature applying insights from the behavioral revolution to debates over compliance with international commitments more broadly. Bayram, in this issue, draws on the literature on social identity and social preferences to examine the puzzle of why some politicians are motivated by a sense of legal and normative obligation toward international law while others

71. Other work on social preferences in international political economy includes Guisinger 2014; Prather 2014; and Sabet 2014. Out-group feelings were first explored in Mansfield and Mutz 2009.
aren’t. She argues that legal obligation is rooted in cosmopolitan social identity. Linking social identity theory to the “two-level model” of cognition, she hypothesizes that the degree of cosmopolitan identification explains the heterogeneity in decision makers’ feelings of legal obligation, which in turn affects how actors respond to choices about compliance. In an original survey of German parliamentarians that is replicated in a sample of college students, Bayram finds that cosmopolitans are “dutiful compliers.” Noncosmopolitans, by contrast, employ a cost–benefit approach to compliance; they are “instrumental compliers.” The cosmopolitan group is less sensitive than the noncosmopolitans to the material payoff structure of the compliance game.

The analysis of social preferences provides an obvious foundation for studies of cooperation. But the behavioral revolution also has important things to say about power and conflict as well, particularly through a consideration of time preferences. Drawing an analogy between the international relations concept of resolve and the psychological literature on willpower and time preferences, Kertzer (in this issue) considers the long-standing puzzle of why some states display remarkable persistence in war while others “cut and run.” Using laboratory experiments on the onset and duration of a hypothetical military intervention, he considers the effects of participants’ time and risk preferences, measured using techniques borrowed from behavioral economics. More patient individuals are less sensitive to casualties—perhaps because they place greater value on the long-term effects of military intervention. More risk-averse individuals are more sensitive to the human costs of “staying the course,” but also to the reputational costs of withdrawal. Kertzer shows how individuals with different time preferences construct very different mental representations of the costs of war even when facing situations characterized by identical structures and incentives.

In addition to studies of resolve, new literature is also reassessing how individuals think about changing power, a crucial variable in models of conflict that rest on the credibility of commitments. Using a series of experimental vignettes on declining US and rising Chinese power, Tingley’s contribution to this issue finds high variation in how actors reason about power transitions. He demonstrates that individuals respond to changes in power in ways consistent with prospect theory, where decisions are heavily anchored by evaluation against the status quo. Moreover, individuals view a change in their own country’s power very differently from a change in a possible competitor, a finding consistent with Herrmann’s contribution. Tingley also makes an important methodological contribution, showing that open-form, unstructured questions elicit very different information about individual preferences, beliefs, and decision making than standard closed-form surveys that reflect researchers’ expectations.

Renshon, Lee, and Tingley contribute to a growing literature on the effect of emotion, pushing the analysis of responses to changing power down to the biochemical level by using physiological measures of emotional arousal. They demonstrate that such arousal leads individuals to make strategically suboptimal decisions, at least as formally modeled in games with credible commitment problems. They
suggest that “aversive physiological arousal” short-circuits subjects’ ability to think strategically and in systematic ways. These results conform closely to the two-system models of decision making, suggesting that stressed individuals are more likely to rely on heuristics and make quick System 1 decisions.

A final dimension of heterogeneity that is garnering attention is the very capacity to think strategically. In this issue, Rathbun, Kertzer, and Paradis argue that rationality is a variable rather than a constant, rooted in two psychological characteristics. Individuals with strong “pro-self” or egoistic value orientations and strong “epistemic motivation,” or the desire to think strategically, are more likely to act “as if” rational. However, this type is by no means ubiquitous; to the contrary, many people are lacking in one or the other trait. Using both laboratory experiments and a historical case study, they examine how games played between as-if rational and less-than-rational agents generate equilibria that do not conform to standard conflict models. In a novel interpretation of German foreign policy in the 1920s, they suggest that the inability of German leaders to reason strategically produced overreach and a breakdown in diplomacy that set the stage for future conflict.

Highly experienced elites are more likely to exhibit the attributes of rational decision making, including skilled strategic bargaining, even if they are also more prone to overconfidence. Individuals who can reason “down the game tree” at lower cost or with less cognitive effort advocate different foreign policy strategies. For example, Hafner-Burton and colleagues use experiments drawn from behavioral economics and cognitive psychology to show that patient decision makers are more likely to prefer complex treaties with larger numbers of countries (and larger long-term benefits). Most significantly for a number of foreign policy issues, new research is showing not only differences among elites but particularly sharp differences in how foreign policy elites and average citizens play games.

In this issue, Saunders explores how a leader’s level of foreign policy experience along with small-group decision-making structure affect decision making. The study examines US decision making in the Persian Gulf War of 1991—with an experienced leader in George H.W. Bush—and the Iraq War of 2003, under the leadership of the less-experienced George W. Bush. Drawing upon the effects of expertise on individual decision making, and extending insights from principal-agent theory, Saunders hypothesizes that the balance of experience between a leader and his advisers can magnify or diminish cognitive biases. Inexperienced leaders are more dependent upon yet less effective at monitoring the behavior of experienced advisers. They are less able to diversify the advice they receive, and more likely to prefer policies that appear certain. All of these tendencies of inexperienced leaders push policy in a “riskier” direction, making war more likely by failing to create incentives to gather and analyze information adequately.

73. Hafner-Burton, Hughes, and Victor 2013.
74. Hafner-Burton et al. 2014.
75. Fisman et al. 2015; LeVeck et al. 2014.
It is important to underline that standard models are also built on the assumption that actors have diverse preferences; these are explicitly modeled as such in the divergent preference orderings in game-theoretic models. What is new in behavioral models is a substantial widening of the dimensions of heterogeneity, an empirical grounding of those differences, and a deeper appreciation of the extent to which they have psychological roots. In some cases, such as with respect to differences in resolve, these new insights resonate with existing literature, such as the age-old distinction between hawks and doves. In other cases, however, as with discussions of motivated reasoning, time, or social preferences, the differences across actors may require rethinking the axiomatic foundations of rational choice itself.

**Aggregation: The Behavioral Revolution and the Study of Collective Decision Making**

Nearly all the models of nonstandard preferences, beliefs, and decision making focus on the individual level. They are thus immediately useful for understanding policy preferences, the political behavior of citizens (such as voting with respect to foreign policy issues), and elite decision making. However, as Powell argues forcefully in his conclusion, most rationalist models in international relations are models of state behavior. How do we get from the new behavioral findings at the individual level to collective decision making?

Powell argues that behavioral approaches have two analytic choices. The first is to simply attribute nonstandard preferences, beliefs, and decision making directly to states, as rationalist approaches do. The alternative, favored by all of the authors in this issue, is to maintain the commitment to analysis at the individual level, while addressing how individual-level findings can be aggregated to understand collective as well as individual decision making.

Of course, not all rationalist approaches are committed to the “states as actors” framework that Powell favors. A growing strand of rationalist theory adopts what might be called a “boxes-within-boxes” framework to address the aggregation process, and the articles here have generally taken the same approach. In such models, political processes in one “box” or level are modeled but then treated as inputs into political processes in a second “box.” This strategy allows analysts to focus on the parts of the complicated causal chains running from individual preferences to strategic interactions at the international level that are deemed causally significant for the outcome in question. For example, the democratic peace literature posits that macro-level institutional arrangements—particularly regime type—are central to questions of war and peace; interest groups and coalitions are seen as secondary. Conversely, many open-economy politics models focus on underlying citizen

preferences and resultant interest groups as the drivers of policy, with institutions acting as “cash registers” that simply sum the vector of these interests.

The contributors to this special issue have focused on different steps in this boxes-in-boxes approach and different approaches to how research on individuals can be aggregated. Kertzer, Rho and Tomz, and Herrmann focus almost exclusively on the preferences of broad publics with respect to resolve during crises, trade policy, and broader foreign policy choices respectively. They do not explicitly address how preferences are aggregated, but they rightly note that these preferences are intrinsically interesting because they act as constraints on national decision makers in democratic settings. They suggest a variety of ways in which this might work, including constraints associated with public opinion and the electoral process.

A second cluster of articles, including Tingley; Renshon, Lee, and Tingley; and to some extent Herrmann as well, treat publics as samples of convenience for understanding how leaders make decisions. They implicitly argue that we cannot simply impute rational action to leaders—however constrained by the strategic setting—but must justify that individuals are likely to respond in ways that are consistent with postulated models. They do so on the grounds that the theories of behavior in question are likely to be general in nature. For example, Tingley examines whether individuals appraise shifts in power in ways that are consistent with the credible commitment logic. He finds that there is in fact tremendous heterogeneity in how individuals understand such settings and infers that elites may not necessarily behave as such models expect either, for example, showing a commitment to consistent positions despite changes in power or focusing not on the effects of changing power over time but on cost–benefit calculations.

A third cluster of articles—including Bayram; Rathbun, Kertzer, and Paradis; and Saunders focus directly on elites and the heterogeneity across them. As with other domestic models of foreign policy, they expect the behavior of similarly situated states to vary but not only on the basis of factors such as regime type, partisanship, domestic coalitions, or differences in audience costs. Foreign policy choices will also differ depending on factors such as the social preferences of decision makers or their cognitive motivation.

The next frontier for this sort of work is to think more deeply about how to integrate the new behavioral findings into the study of institutions—both large and small—that actually generate foreign policy and bargaining choices. Saunders’s contribution suggests three promising fronts for further theoretical and empirical work: the long-standing program on the effects of individual-level characteristics and heterogeneity on decision making; the effects of institutional design on bias and error; and the role of social preferences in decision making.

First, individual heterogeneity may help explain why the same institutions can yield such disparate outcomes, quite apart from more standard rationalist explanations. Leaders and other political actors do not simply differ on factors such as partisanship or imputed preferences, such as being hawks or doves; they may also be more or less experienced, more or less able to think strategically, or more vulnerable to emotional appeals. This theme of elites’ individual-level heterogeneity figures
prominently in a number of the articles in the project and reflects the revival in the systematic study of leaders in international relations more generally.77

Second, institutions are typically designed to bias or constrain policy in particular ways.78 It is precisely the role of institutions to privilege certain actors and their interests in the policy process; that is why fights over them can be so heated.79 New work on institutional design for arbitration in investment law and dispute resolution in trade law, for instance, shows that these institutions bias the role of individuals—arbitrators and dispute panelists—in differing ways.80 Cognitive biases introduce another layer of considerations to our understanding of institutional choice. For example, it is hard to explain the status quo bias or “stickiness” of institutions in fully rationalist terms.81 If altering institutions is a complex political process with uncertain outcomes, and cognitive effort is costly, psychological factors may help explain observed status quo bias. Once formed, groups with common interests are resistant to change not because of their material interests but because change is difficult and costly even if new rules would be more efficient.

However institutions may also be designed and used precisely to correct individual bias or offset cognitive limitations, as Bendor and Hammond show in their influential critique of Allison.82 Bureaucratic procedures are often designed to collect and disseminate information, evaluate options, and study the consequences of choice more systematically and thoroughly than a single and especially “intuitive” decision maker can do. Contestation between rival departments can also lead to the airing and resolution of differing views, leading to more “rational” decisions. What appear to be slow, dysfunctional, and contentious procedures from a rationalist perspective may be quite effective and appropriate if we begin with the assumption that individuals working within complex organizations are vulnerable to cognitive biases, misperception, mistaken beliefs, and outright error. Bureaucratic procedures in effect transform possible System 1 decisions at the level of the individual into slow, agonizing, but more rational System 2 policies at the level of the aggregate. This suggests the counter-intuitive possibility that policy can be more “rational” than any of the individuals involved, at least in settings where institutions successfully incentivize robust decision-making processes.

Finally, the behavioral revolution may even speak to the long-standing question about whether it is possible to speak about a “national interest” without reification. In rationalist terms, it is difficult to imagine any real aggregation process that would produce an interest different from, or greater than, those of contending groups and parties. However, as suggested in Bayram’s contribution to this issue,
the kinds of sociotropic preferences identified in the cognitive revolution open the
door to just such a generalized understanding of collective interests, and one that
has long been a staple of work in the constructivist tradition. If individuals are moti-
vated not by their narrow material welfare but by concerns for the well-being of those
with whom they share a common identity, nationalism or other appeals may well
produce a “national” interest that is distinctive from that deduced from aggregating
individual interests.

No theoretical approach to international relations is immune from the challenges of
the aggregation process. If the new behavioral revolution offers more robust insights
into how individuals obtain and process information then similar tools can be applied
to the question of groups. Such a research program would include experimental work
on how groups with heterogeneous preferences operating in different institutional set-
tings might generate different decisions. Such work could help address big, important
questions such as how institutions exacerbate or dampen individual-level biases.
Engaging the field of comparative politics, international relations scholars could
also explore how different decision-making processes (e.g., parliamentary or presi-
dential systems) or bureaucratic organizations (e.g., meritocratic or politicized)
might differentially channel heterogeneous preferences rooted in behavioral research.
Work of this sort has barely begun—including in this special issue—but this line of
research promises fruitful arbitrage between the behavioral revolution and the study
of international relations.

Two Cautions

While we believe that behavioral approaches hold promise for the study of inter-
national relations, there are two important methodological critiques of this emerging
literature. The first critique concerns external validity. Most studies in this issue—and
in the field more generally—use surveys or experiments to identify the effects of key
psychological traits on behavior, preferences, beliefs, and decision making. A
handful of these experiments and surveys—such as those by Bayram here—are con-
ducted on decision-making elites, but they are more frequently run on random
samples or even samples of convenience, most notably of college students.83
Psychologists have long made peace with such sampling techniques, but they may
be less appropriate for a field in which the object of study is elite decision makers
and in which the stakes of actual decision making diverge radically from what can
be replicated in the lab.

We have two cautious rejoinders to this first criticism. First, external validity is
often portrayed as a methodological problem: can inferences be drawn from
sample populations to elites? But if a theory is expected to apply to any decision

83. Other studies that rely on elite samples include Hafner-Burton et al. 2014; Hafner-Burton, LeVeck
and Victor 2016a, 2016b; Renshon 2015; and Tomz 2008.
maker, then testing that theory in a convenience sample, even one that may not be reflective of the broader population, is appropriate. The researcher needs to assure only that the “treatment” being investigated is randomly assigned across that sample, allowing an appropriate identification of any causal effect. The criticism would apply only if analysts do not state fully the scope conditions of their theory, such as why they would expect the psychological effects in question to operate on only certain classes of subjects. External validity is more of a problem, however, where elites are shown to exhibit very different characteristics than other populations, as we have noted they might.

Administering a survey on risk or discounting to twenty-year-old students and claiming to have found a general psychological bias is as problematic as administr- ing such a survey to sophisticated financial analysts or traders and drawing general conclusions.84 Similarly, if high stakes are expected to elicit more reflective System-2 thinking, testing a theory on students who receive only class credit or Mechanical Turk respondents who receive only a token payment would be equally problematic. But it is equally inappropriate to condemn all behavioral studies of foreign policy decision making because they may be based on convenience samples. This is particularly true if the theories under consideration are rooted in decision-making models that derive expectations from rational choice processes that are held similarly to pertain more generally.

The second critique of behavioral research involves replicability. Many of the insights that underpin the behavioral revolution are based on empirical findings; recent attempts at replication have raised questions about which of these are truly robust.85 Movements within the field to improve quality control over experimental protocols and to allow publication of null results may help to address this broader concern.86 But these problems are hardly unique to international relations work, and extend from psychology to behavioral economics and even medicine.

**Conclusion**

We have tried to capture the essence of the behavioral revolution by contrasting it with the foundations of rational choice. We noted areas where the two approaches are complementary—with new behavioral work introducing new twists on preferences, beliefs, and decision making that could be incorporated into rationalist models—and others, for example, with respect to emotion, in which more fundamental differences may be at work. We then sketched how this new work is connecting to

---

84. See Tetlock 2005 for an example.
86. For this movement, which is dynamic and growing quickly, see the Berkeley Initiative for Transparency in the Social Sciences at [http://www.bitss.org/](http://www.bitss.org/), and Evidence in Governance and Politics (EGAP) at [http://egap.org/](http://egap.org/).
international relations, highlighting directions in which it is likely to evolve as it moves forward.

In contrast to the larger revolution, work in international relations appears to be distinctive in its emphasis on the effects of individual heterogeneity on choice processes and strategic interactions. This can be seen in areas of research as diverse as the effect of group preferences on the tendency to cooperate or how actors might respond to changes in the distribution of capabilities. The behavioral revolution in international relations also promises to shed new light on political and decision-making processes and even institutional design, cooperation, and compliance.

Thomas Kuhn famously argued that scholars bandwagon to a new paradigm to explain anomalies long before the underlying theory is completely explicated. Whether the behavioral revolution is a new paradigm in Kuhn’s sense of the term is very much an open question. Even in economics, where it has been discussed at greater length than in political science, the “revolution” is compatible with some of neoclassical theory, less compatible with other parts, and quite subversive in still others.

Although we expect similar processes to operate in international relations, there are still strongly differing opinions on the most promising ways forward. We have two contrasting conclusions. Stein argues that the new behavioral work is likely to have more traction within the discipline this time around than it did when psychological studies first surfaced in international relations in the 1970s and 1980s, in part because of its experimental foundation. Powell is more skeptical, arguing that the new behavioral work risks opening even greater distance between deductively valid theories and empirical research in international relations. Clearly, this special issue will not close the debate on how best to approach the study of international politics. We hope, however, that it will stimulate fruitful new research.
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